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Abstract. Asymptotic properties of solutions for nonlinear systems are significant in order to

obtain enough information about the behavior of systems. We deal with a two dimensional time

scale nonlinear system and show the (non)existence of nonoscillatory solutions by using most

well – known fixed point theorems. We also provide several examples whose solutions are known

explicitly.

In this paper, we consider the system

{

x∆(t) = p(t) f (y(t))

y∆(t) = r(t)g(x(t)),
(1)

where p,r ∈ Crd ([t0,∞)T,R+) and f and g are nondecreasing functions such that

u f (u) > 0 and ug(u) > 0 for u 6= 0. A time scale T , a nonempty closed subset of

real numbers, is introduced by Stefan Hilger in his PhD thesis in 1988 in order to har-

monize discrete and continuous analyses to combine them in one comprehensive theory

and eliminate obscurity from both. In 2001 and 2003, the time scale theory was pub-

lished in a series of two books by Bohner and Peterson, see [2] and [3]. Throughout this

paper, we assume that T is unbounded above and whenever we write t > t1 , we mean

t ∈ [t1,∞)T := [t1,∞)∩T . We call (x,y) a proper solution if it is defined on [t0,∞)T

and sup{|x(s)|, |y(s)| : s ∈ [t,∞)T} > 0 for t > t0. A solution (x,y) of (1) is said to be

nonoscillatory if the component functions x and y are both nonoscillatory, i.e., either

eventually positive or eventually negative. Otherwise it is said to be oscillatory. Some

of the examples for the most known time scales are the set of real numbers R , the set

of integers Z and qN0 , where q > 1 and N0 = {0,1,2 . . .}.
For example, if T = R equation (1) reduces to the system of first order differential

equations
{

x′(t) = p(t) f (y(t))

y′(t) = r(t)g(x(t)),

see [7].
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Recently, Öztürk and Akın have studied a class of two dimensional time scale

delay system
{

x∆(t) = p(t) f (y(t))

y∆(t) = −r(t)g(x(τ(t))),
(2)

where τ(t) : T → T is a delay function such that τ(t) 6 t and τ(t) → ∞ as t → ∞ and

r > 0, see [11]. The case τ(t) = t in system (2) and other variations of systems (1) and

(2) are also studied in [8], [9] and [10].

Let M be the set of all nonoscillatory solutions of system (1). One can easily show

that any nonoscillatory solution (x,y) of system (1) belongs to one of the following

classes:

M+ := {(x,y) ∈ M : xy > 0 eventually}
M− := {(x,y) ∈ M : xy < 0 eventually}.

In this paper, we only focus on M+ by assuming x > 0 eventually without loss of

generality. Proofs can also be shown similarly when x < 0 eventually. The setup of

this paper is as follows: In Section 1, we give preliminaries that play important roles

in further sections. In Section 2, we show the existence and asymptotic properties of

nonoscillatory solutions of system (1) by using certain improper integrals and fixed

point theorems. In Section 3, we provide a few examples in order to underline our main

results. Finally, we finish the paper by giving a conclusion and open problems .

Let (x,y) be a solution of system (1). Then it is easy to show that the component

functions x and y are themselves nonoscillatory, see eg. [1].

For convenience, let us set

P(t0,t) =
∫ t

t0

p(s)∆s and R(t0,t) =
∫ t

t0

r(s)∆s

and consider the following four cases for t0 ∈ T :

(i) P(t0,∞) = ∞ and R(t0,∞) = ∞ ,

(ii) P(t0,∞) = ∞ and R(t0,∞) < ∞ ,

(iii) P(t0,∞) < ∞ and R(t0,∞) < ∞,

(iv) P(t0,∞) < ∞ and R(t0,∞) = ∞ .

Suppose that (x,y) is a positive nonoscillatory solution of system (1). Then by the

first and second equations of system (1), we have that x∆ > 0 and y∆ > 0 eventually.

So we have that x → c or x → ∞ and y → c or y → ∞ for 0 < c < ∞ and 0 < d < ∞ .

For x < 0, we have the similar limit behaviors. So in the light of this information, we

have the following sub – classes of M+ .

M+
B,B =

{

(x,y) ∈ M+ : lim
t→∞

|x(t)| = c, lim
t→∞

|y(t)| = d

}

,

M+
B,∞ =

{

(x,y) ∈ M+ : lim
t→∞

|x(t)| = c, lim
t→∞

|y(t)| = ∞
}

,

M+
∞,B =

{

(x,y) ∈ M+ : lim
t→∞

|x(t)| = ∞, lim
t→∞

|y(t)| = d
}

,

M+
∞,∞ =

{

(x,y) ∈ M+ : lim
t→∞

|x(t)| = ∞, lim
t→∞

|y(t)| = ∞
}

.
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Now we show that some of the sub – classes mentioned above can be eliminated

under the case (i). So suppose that P(t0,∞) = ∞ and R(t0,∞) = ∞ and that (x,y) is a

nonoscillatory solution in M+. Without loss of generality assume that x > 0 and y > 0

eventually. Integrating the first and second equations of system (1) from t0 to t and the

monotonicity of f and g give us

x(t) > x(t0)+ f (y(t0))

∫ t

t0

p(s)∆s

and

y(t) > y(t0)+ g(x(t0))

∫ t

t0

r(s)∆s, t > t0.

Hence, as t → ∞ , we have that x(t) → ∞ and y(t) → ∞ . In view of this information,

one can prove the following theorem.

THEOREM 1. Suppose that P(t0,∞) = ∞ and R(t0,∞) = ∞ . Then any nonoscil-

latory solution of system (1) belongs to M+
∞,∞ .

In next sections, we show that some of the subclasses above might be empty ac-

cording to the convergence/divergence of P(t0,∞) and R(t0,∞) by using the following

fixed point theorems.

THEOREM 2. (Schauder’s Fixed Point Theorem) [12, Theorem 2.A] Let M be a

nonempty, closed, bounded, convex subset of a Banach space X , and suppose that

T : M → M is a compact operator. Then, T has a fixed point.

The following theorem is the alternate version of the Schauder’s fixed point theo-

rem, see [12].

COROLLARY 1. Let M be a nonempty, compact, convex subset of a Banach space

X , and suppose that T : M → M is a continuous operator. Then, T has a fixed point.

THEOREM 3. (Knaster Fixed Point Theorem) [6] If (M, 6) is a complete lattice

and T : M → M is order-preserving (also called monotone or isotone), then T has a

fixed point. In fact, the set of fixed points of T is a complete lattice.

1. Existence of nonoscillatory solutions of (1) in M+

In this section, we obtain the (non)existence criteria for nonoscillatory solutions

of system (1) by using the fixed point theorems given above via the following improper

integrals:

Y1 =

∫ ∞

t0

p(t) f

(

l

∫ t

t0

r(s)∆s

)

∆t,

Y2 =

∫ ∞

t0

r(t)g

(

k

∫ t

t0

p(s)∆s

)

∆t,

where l and k are nonzero constants.
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1.1. The case P(t0,∞) = ∞ and R(t0,∞) < ∞

In this subsection, we give the first classification schemes of nonoscillatory so-

lutions of (1) in M+ under the case P(t0,∞) = ∞ and R(t0,∞) < ∞ . Let (x,y) be a

nonoscillatory solution of system (1) such that x > 0 and y > 0 eventually. Then by

integrating the first equation of system (1) from t0 to t , monotonicity of f and y , we

have that there exists k > 0

x(t) > x(t0)+ k

∫ t

t0

p(s)∆s, t0 ∈ T. (3)

Then by taking the limit of (3) as t → ∞ , we have x(t) → ∞ . So in view of this

information, we have the following lemma.

LEMMA 1. For 0 < c,d < ∞ , any nonoscillatory solution in M+ must belong to

M+
∞,B, or M+

∞,∞.

It is not easy to give the sufficient conditions for the existence of nonoscillatory

solutions in M+
∞,∞ . Therefore we have the following theorem.

THEOREM 4. M+
∞,B 6= /0 if and only if Y2 < ∞.

Proof. Suppose that there exists a solution in M+
∞,B such that x(t) > 0, y(t)> 0 for

t > t0 , x(t) → ∞ and y(t) → d as t → ∞ for d > 0. Since y is eventually increasing,

there exist k > 0 and t1 > t0 such that f (y(t)) > k for t > t1 . Integrating the first

equation from t1 to t and the monotonicity of f yield us

x(t) = x(t1)+
∫ t

t1

p(s) f (y(s))∆s > k

∫ t

t1

p(s)∆s, t > t1. (4)

Integrating the second equation from t1 to t , the monotonicity of g and (4) give us

y(t) = y(t1)+
∫ t

t1

r(s)g(x(s))∆s >

∫ t

t1

r(s)g

(

k

∫ s

t1

p(u)∆u

)

∆s, t > t1. (5)

So as t → ∞ , we have that Y2 < ∞ holds.

Conversely, suppose that Y2 < ∞. Then there exist a large t1 > t0 and k > 0 such

that

∫ ∞

t1

r(t)g

(

k

∫ t

t1

p(s)∆s

)

∆t <
c

2
, (6)

where k = f (c) . Let X be the set of all bounded and continuous real valued functions

y(t) on [t1,∞)T with the supremum norm sup
t>t1

|y(t)| . Then X is a Banach space, see

[5]. Let us define a subset Ω of X such that

Ω :=
{

y(t) ∈ X :
c

2
6 y(t) 6 c, t > t1

}

.
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It is easy to show that Ω is closed, bounded and convex subset of X . Define an operator

T : Ω → X such that

(Ty)(t) = c−
∫ ∞

t
r(s)g

(

∫ s

t1

p(u) f (y(u))∆u

)

∆s. (7)

First, let us show T : Ω → Ω . Indeed,

c > (Ty)(t) > c−
∫ ∞

t
r(s)g

(

∫ s

t1

p(u) f (c)∆u

)

∆s >
c

2

by the definition of Ω and (6). Next, we need to show T is continuous on Ω. So let yn

be a sequence in Ω such that ‖yn − y‖→ 0, where y ∈ Ω. Then

|(Tyn)(t)− (Ty)(t)|6
∫ ∞

t
r(s)

∣

∣

∣

∣

g

(

∫ s

t1

p(u) f (yn(u))∆u

)

−g

(

∫ s

t1

p(u) f (y(u))∆u

)∣

∣

∣

∣

∆s

Then by the Lebesgue dominated convergence theorem and by the continuity of f and

g , we have that ‖Tyn−Ty‖→ 0 as n → ∞ , i.e., T is continuous. Finally, we show that

TΩ is relatively compact, i.e., equibounded and equicontinuous. Since

0 < (Ty)∆(t) = r(t)g

(

∫ t

t1

p(u) f (y(u))∆u

)

6 r(t)g

(

k

∫ t

t1

p(u)∆u

)

< ∞,

we have that Ty is relatively compact by the Arzelá – Ascoli and mean value theorems.

Therefore, by the Schauder fixed point theorem, we have that there exists y ∈ Ω such

that y = T y. Then we have

y∆(t) = (T y)∆(t) = r(t)g

(

∫ t

t1

p(u) f (y(u))∆u

)

, t > t1. (8)

Setting x(t) =
∫ t

t1
p(u) f (y(u))∆u gives us x∆(t) = p(t) f (y(t)). So we have that (x , y)

is a nonoscillatory solution of system (1) such that x(t) → ∞ and y(t) → c ast → ∞ ,

i.e., M+
∞,B 6= /0 . �

1.2. The case P(t0,∞) < ∞ and R(t0,∞) < ∞

In this subsection, we show that the existence of nonoscillatory solutions of (1) can

only be acquired in M+
B,B and M+

∞,∞ for P(t0,∞) < ∞ and R(t0,∞) < ∞, i.e., M+
B,∞ =

M+
∞,B = /0.

LEMMA 2. Suppose P(t0,∞) < ∞ and R(t0,∞) < ∞ holds. Then x(t) → c if and

only if y(t) → d as t → ∞, where 0 < |c| < ∞ and 0 < |d| < ∞ .

Proof. Without loss of generality, let us assume that (x,y) is a nonoscillatory so-

lution of system (1) such that x > 0 and y > 0 eventually and x has a finite limit.
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Integrating the second equation of system (1) and monotonicity of x and g give us that

there exists k > 0 such that

y(t) 6 y(t0)+ k

∫ t

t0

r(s)∆s,

where k = g(c). Then as t → ∞ , we have that y has a finite limit since P(t0,∞) < ∞ .

The other direction can be proven similarly. This proves the assertion. �

THEOREM 5. M+
B,B 6= /0 if and only if Y1 < ∞ .

Proof. Suppose that there exists a nonoscillatory solution (x,y) ∈ M+
B,B such that

x > 0, y > 0 eventually, x(t) → c and y(t) → d as t → ∞ for 0 < c,d < ∞ . (The case

x < 0 and y < 0 eventually can be shown similarly.) Integrating the second equation of

system (1) from t0 to t and monotonicity of x and g give us

y(t) > l

∫ t

t0

r(s)∆s, (9)

where l = g(x(t0)). Now by integrating the first equation of system (1) from t0 to t and

by (9), we have

x(t) >

∫ t

t0

p(s) f

(

l

∫ s

t0

r(u)∆u

)

∆s.

Hence, we have Y1 < ∞ as t → ∞.

Conversely, suppose Y1 < ∞ holds. Then choose t1 > t0 and l > 0 such that

∫ ∞

t1

p(t) f

(

l

∫ t

t1

r(s)∆s

)

∆t <
c

2
, (10)

where l = g(c) and t > t1. Let X be the Banach space of all bounded real-valued and

continuous functions on [t0,∞)T endowed with the norm sup
t>t1

|x(t)| and usual pointwise

ordering 6 . Define a subset Ω of X as

Ω :=
{

x ∈ X :
c

2
6 x(t) 6 c t > t1

}

and an operator T : Ω → X such that

(T x)(t) =
c

2
+

∫ t

t1

p(s) f

(

∫ s

t1

r(u)g(x(u))∆u

)

∆t, t > t1.

It is easy to show that infB ∈ Ω and supB ∈ Ω for any subset B of Ω, i.e., (Ω,6) is a

complete lattice. First we need to show T : Ω → Ω is an increasing mapping. Indeed,

c

2
6 (T x)(t) 6

c

2
+

∫ t

t1

p(s) f

(

g(c)

∫ s

t1

r(u)∆u

)

∆t 6 c, t > t1,
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i.e., T : Ω → Ω. It can also be easily shown that T is an increasing mapping. Then by

the Knaster fixed point theorem, there exists a function x ∈ Ω such that x = T x. By

taking the derivative of T x , we have

(T x)∆(t) = p(t) f

(

∫ t

t1

r(u)g(x(u))∆u

)

, t > t1.

Setting

y(t) =

∫ t

t1

r(u)g(x(u))∆u

gives us y∆(t) = r(t)g(x(t)) and (x , y) is a nonoscillatory solution of system (1) such

that x and y have finite limits as t → ∞ . This completes the proof. �

REMARK 1. Note that if P(t0,∞) < ∞ and R(t0,∞) < ∞ , then Y1 < ∞ . So Theo-

rem 5 also holds for P(t0,∞) < ∞ and R(t0,∞) < ∞ .

1.3. The case P(t0,∞) < ∞ and R(t0,∞) = ∞

In this subsection, we give the nonoscillation criteria in M+ under the case P(t0,∞)
< ∞ and R(t0,∞) = ∞ . Therefore, we have the following lemma.

LEMMA 3. Suppose that R(t0,∞) = ∞ . Then any nonoscillatory solution in M+

belongs to M+
B,∞ or M+

∞,∞ , i.e., M+
B,B = M+

∞,B = /0 .

Proof. Suppose that R(t0,∞) = ∞ and (x,y) is a nonoscillatory solution of system

(1) in M+ such that x > 0 and y > 0 eventually. Integrating the second equation of

system (1) from t0 to t gives us

y(t) > k

∫ t

t0

r(s)∆s,

where k = g(x(t0)). So as t → ∞ , we have that the limit of y is infinite, i.e., M+
B,B =

M+
∞,B = /0 . Therefore, the assertion follows. �

The following theorem shows us the (non)existence of nonoscillatory solutions in

M+
B,∞. We skip the proof of the following theorem, since it is very similar to the proof

of Theorem 4.

THEOREM 6. M+
B,∞ 6= /0 if and only if Y1 < ∞ .
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2. Examples

In this section we pay our attention on several examples in order to highlight our

main results.

EXAMPLE 1. Let T = 2N0 , k = 1, f (z) = z
1
61 , g(z) = z

3
5 , p(t) =

(

t
2t−1

) 1
61 ,

r(t) = 1

2t
13
5

, and t = 2n in system (1). We show that there exists a nonoscillatory

solution in M+
∞,B . In order to do that, we need to show P(t0,∞) = ∞ and R(t0,∞) < ∞.

Indeed,

P(1,T ) =

∫ T

1
p(t)∆t = ∑

t∈[1,T )
2N0

(

t

2t −1

) 1
61

· t.

So as T → ∞ , we have P(1,∞) = ∞ by the limit divergence test. Also,

R(1,T ) =

∫ T

1
r(t)∆t = ∑

t∈[1,T )
2
N0

1

2t
13
5

· t.

As T → ∞, we have

∞

∑
n=0

(

1

2 ·2n

) 8
5

< ∞

by the geometric series, i.e., R(1,∞) < ∞ . Finally, we have to show Y2 < ∞.

∫ T

1
r(t)g

(

k

∫ t

1
p(s)∆s

)

∆t =

∫ T

1

1

2t
13
5



 ∑
s∈[1,t)

2N0

(

s

2s−1

) 1
61

· s





3
5

∆t

6

∫ T

1

1

2t
13
5



 ∑
s∈[1,t)

2N0

s
62
61





3
5

∆t 6

∫ T

1

1

2t
13
5

· t 62
105 ∆t = ∑

t∈[1,T )
2N0

1

t
208
105

.

So as t → ∞ , we have

∞

∑
n=0

(

1

2n

) 208
105

< ∞

by the ratio test. Therefore, Y2 < ∞ by the comparison test. One can also show that

(t,2− 1
t
) is a solution of











∆qx(t) =
(

t
2t−1

) 1
61 (y(t))

1
61

∆qy(t) = 1

2t
13
5

(x(t))
3
5
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such that x(t) → ∞ and y(t) → 2 as t → ∞ , i.e., M+
∞,B 6= /0 by Theorem 4. Here ∆q is

known as a q– derivative and defined as ∆qh(t) = h(σ(t))−h(t)
µ(t)

, where µ(t) = t is the

graininess function and σ(t) = 2t is the forward jump operator, see [2].

EXAMPLE 2. Let T = { n
2

: n ∈ N0} , l = 1, f (z) = z
1
3 , g(z) = z

1
5 , p(t) =√

2(
√

2−1)

2
2t
3 (3·2t−1)

1
3

, r(t) =
√

2(
√

2−1)

2
4t
5 (2·2t−1)

1
5

, and t = n
2

in system (1). We show that there ex-

ists a nonoscillatory solution in M+
B,B . So by Theorem 5, we need to show P(t0,∞) < ∞

and R(t0,∞) < ∞ and Y1 < ∞ . Indeed,

∫ T

0
p(t)∆t = ∑

t∈[0,T )T

√
2(
√

2−1)

2
2t
3 (3 ·2t −1)

1
3

· 1

2
6 ∑

t∈[0,T )T

1

2
2t
3

.

So as T → ∞ , we have

∞

∑
n=0

1

2
n
3

< ∞

by the geometric series, i.e., P(t0,∞) < ∞ . Also

∫ T

0
r(t)∆t = ∑

t∈[0,T )T

√
2(
√

2−1)

2
4t
5 (2 ·2t −1)

1
5

· 1

2
6 ∑

t∈[0,T )T

1

2
4t
5

.

Hence, we have

∞

∑
n=0

1

2
2n
5

< ∞

as T → ∞ . It is also easy to show that Y1 < ∞ if P(t0,∞) < ∞ and R(t0,∞) < ∞ . It can

be confirmed that (2− 1
2t ,3− 1

2t ) is a nonoscillatory solution of











x∆(t) =
√

2(
√

2−1)

2
2t
3 (3·2t−1)

1
3

(y(t))
1
3

y∆(t) =
√

2(
√

2−1)

2
4t
5 (2·2t−1)

1
5

(x(t))
1
5

such that x(t) → 2 and y(t) → 3 as t → ∞ , i.e., M+
B,B 6= /0 by Theorem 5.

EXAMPLE 3. Let T = 2N0 , l = 1, f (z) = z
1
7 , g(z) = z , p(t) = 1

4t2(1+t)
1
7

, r(t) =

2t
4t−1

, and t = 2n in system (1). We show that there exists a nonoscillatory solution in

M+
B,∞ . So we first need to confirm P(t0,∞) < ∞ and R(t0,∞) = ∞.

P(1,T ) =
∫ T

1
p(t)∆t = ∑

t∈[1,T )
2N0

1

4t2(1 + t)
1
7

· t.
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Similar to Example 1 and 2, we have that P(1,∞) < ∞ as T → ∞ . It can also be shown

that R(1,∞) = ∞ and Y1 < ∞ by using the similar idea in Example 1 and 2. It can be

shown that (2− 1
2t

,t + 1) is a nonoscillatory solution of







∆qx(t) = 1

4t2(1+t)
1
7

(y(t))
1
7

∆qy(t) = 2t
4t−1

x(t)

such that x(t) → 2 and y(t) → ∞ as t → ∞ , i.e., M+
B,∞ 6= /0 by Theorem 6.

3. Open problems and conclusion

In Section 1, we give the classification schemes for nonoscillatory solutions of

system (1) by using P(t0,∞) , R(t0,∞) , Y1 , Y2 and fixed point theorems. However, we

cannot give the sufficient conditions for the existence of such solutions in M+
∞,∞. It still

remains as an open problem. Also note that if R(t0,∞) < ∞ and R(t0,∞) < ∞ , then

M+
∞,∞ = /0. Another open problem for system (1) is to obtain the nonoscillation criteria

in M− . However, we might need extra assumptions such as the oddness of f or g in

some cases. We can also consider system (2) for r < 0 and look for the nonoscillation

criteria. By intuition, it may not be easy to obtain the (non)existence of nonoscillatory

solutions of system (2) because of difficulty on the fixed point theorems and the chain

rule on time scales.

Finally, we finish the paper with a summary of our main results in the following

tables:

Table 1: Existence for (1) in M+

M+
∞,B 6= /0 P(t0,∞) = ∞ and R(t0,∞) < ∞ Y2 < ∞

M+
B,B 6= /0 P(t0,∞) < ∞ and R(t0,∞) < ∞ Y1 < ∞

M+
B,∞ 6= /0 P(t0,∞) < ∞ and R(t0,∞) = ∞ Y1 < ∞

Table 2: Nonexistence for (1) in M+

M+
∞,B = /0 P(t0,∞) = ∞ and R(t0,∞) < ∞ Y2 = ∞

M+
B,B = /0 P(t0,∞) < ∞ and R(t0,∞) < ∞ Y1 = ∞

M+
B,∞ = /0 P(t0,∞) < ∞ and R(t0,∞) = ∞ Y1 = ∞
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[10] Ö. ÖZTÜRK, E. AKIN, Nonoscillation Criteria for Two Dimensional Time Scale Systems, Nonauton.

Dyn. Syst. 2016, 3: 1–13.
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Missouri University of Science and Technology

314 Rolla Building, Rolla, MO, USA, 65409 – 0020

e-mail: oo976@mst.edu

Mathematical Inequalities & Applications

www.ele-math.com

mia@ele-math.com


	Existence of nonoscillatory solutions of (1) in M+
	The case P(t0,)= and R(t0,)<
	The case P(t0,)< and R(t0,)<
	The case P(t0,)< and R(t0,)=

	Examples
	Open problems and conclusion

